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Abstract

This study proposes a modification of the well-known FLASH method in order to adapt it measurements on liquids or pasty materials. The new
experimental procedure requires a suitable cylindrical receptacle filled with the sample to analyze. A classical FLASH measurement is applied
to this receptacle. However, as the presence of the container disturbs the conductive transfer during the transient heating of the sample, we have
recourse to an identification procedure, which takes into account the disturbing influence of the receptacle to compute the thermal conductivity
of the material. The modified experimental apparatus as well as the identification procedure are described in detail. Thereafter, an exhaustive
estimation of the measurement accuracy is performed. The measurement uncertainty proves to be lower than 4%. Finally, we applied our method
to different liquid or pasty media. A good agreement is found between the experimental results obtained and the thermal conductivity indicated in
the literature for these materials.
© 2008 Elsevier Masson SAS. All rights reserved.
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1. Introduction proposed some modifications of the method in order to apply it
to other peculiar materials:

The FLASH technique, which was firstly proposed by Parker
et al. [1], has become one of the most widely used method of
measurement of the thermal characteristics of materials (ther-

mal diffusivity, thermal conductivity ...). Several authors have

e Degiovanni et al. [6], Krapez et al. [7], Lafond-Huot and
Bransier [8], Luc and Balageas [9], and Philippi et al. [10]
studied the applications of the method to anisotropic mate-

conducted general studies on the method such as Parker [1], rials.
Degiovanni [2], Degiovanni et al. [3] or Taylor [4,5]. It presents e Batsale et al. [11-13] applied it to complex heterogeneous
several advantages compared with the other classical methods media.

of measurement of the thermal conductivity. Indeed, as the mea-
surement is made during a transient heating, its duration is
noticeably lower than the classical guarded hot-plate method
based on steady-state measurements. Moreover, the size of the

e Batsale et al. [14—16] applied it to porous materials.
e André and Degiovanni [17], Lazard et al. [18], and Hahn
et al. [19] adapted it to semi-transparent materials.

sample required is relatively limited and a small amount of ma-
terial is sufficient.

The method was first developed for measurements on
isotropic purely conductive solid samples and it is, at present,
mainly used on this kind of materials. Different authors have
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However, the use of the FLASH method to measure the ther-
mal diffusivity of liquid or doughy materials is more problem-
atic as it is not possible to obtain a rigid sample on which the
FLASH measurement is applied.

Moreover, the accurate measurement of thermal transport in
liquids is a particularly difficult task due primarily to two ma-
jor difficulties: convective heat transport is difficult to eliminate
and radiation may be important in transparent liquids. That is
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Nomenclature
a thermal diffusivity ...................... m? s~
C specificheat........................ Jkg ' K™!
Dpubble diameterof thebubble....................... m
e thickness of thecaps ........................ m
h global heat transfer coefficient . . .. .. Wm2K™!
heconv ~ convective heat transfer coefficient... W m2K~!
k thermal conductivity............... Wm~! K~
/ thickness of airbubble....................... m
L thickness of the sample ...................... m
nR number of spatial discretization along the radial axis
nZ number of spatial discretization along the z-axis
N number of experimental data
dr»qr»qc and Geony total, radiative, conductive and
convective heat flux density ............. Wm™?
0 heat flux per surface unit due to FLASH
irradiation........... ... ... ot Wm™?
r radial coordinate . .......... ... ... ...l m
Rmax  radiusofthesample......................... m
Rplex  internal radius of the Plexiglas circlet ......... m
t 137001 S
T tEMPETature. . . ..ottt K
T temperature of external surfaces .............. K
Text external temperature. . ... K
Th bubble height............ ... ... ... m
Uy unit vector for the radial coordinate

i, unit vector for the axial coordinate
Z axial coordinate.......... ... ... m
Greek symbols
X penetration length of the FLASH irradiation ... m
& global emissivity of the external surfaces of the con-
tainer
Ag polar angle of airbubble.................... rad
P density .......oviiiiiiiiii kgm™3
0SB Stefan—Boltzmann constant
(*5.67-1078) ... Wm2K™*
10 coordinate related to the polar angle ......... rad
T duration of the FLASH irradiation............. S
v unreeling speed of the recording paper-. . . .. ms~!
Subscripts
al of aluminium
ana analytical
exp experimental

sam of the sample
num numerical
plex of Plexiglas

Superscripts
k at the kth iteration level
t at time level ¢

the reason why, for such materials, peculiar methods must be
used to measure the thermal diffusivity. These include steady-
state methods such as the method of coaxial cylinder and the
method of parallel plates, or transient methods, mainly the hot-
wire method. However, some particular conditions have to be
performed in these methods in order to avoid the problems pre-
viously mentioned for liquids due to radiation and convection.
A comprehensive review of the main methods used for the mea-
surement of the thermal conductivity of fluids is given in [20].
Despite this, some authors have already tried to adapt the
FLASH method to measurement on liquids [21-26]. As a mat-
ter of fact, it may be a desirable method for measurement
of the conductivity of liquids since the effect of convective
heat transport could be greatly reduced by using a horizontally
mounted specimen with the heat pulse impinging on the top.
Schriempf [21] was the first to develop a peculiar apparatus
dedicated to measurement on liquids and applied it success-
fully to liquid mercury. He used a container made of insulating
material. The surface of liquid was covered with a transpar-
ent plate of quartz. He measured the temperature rise at the
back surface of the liquid as in the original method proposed
by Parker et al. [1]. However, its method is not adapted to lig-
uids with low thermal conductivity since the heat flow through
the container is no more negligible and thus, the heat flow is
no more one-dimensional. Farooq et al. [22] proposed a sim-
ilar approach based on a three-layered cell using an original
sample holder made of outside layers brazed to a ring-shaped

central spacer. They manage to estimate the thermal conductiv-
ity of water. Maeda et al. [23] also proposed a special cell in
which the liquid in sandwiched between an upper and a lower
platinum crucible, to provide a three-layered sandwich. They
applied a curve-fitting method using a three-layer analysis with
a correction for the radiative component based on the trans-
parent body assumption. At last, Nishi et al. [24] studied the
possibility to measure the thermal diffusivities of molten met-
als at high temperature with a laser flash method. To do that,
they developed a simple cell and estimated theoretically the
effect of the radiative and conductive heat losses at the inter-
face between the molten metals. This permits them to analyze
the experimental uncertainty. They concluded that their newly
developed laser flash apparatus allows measuring the diffusiv-
ity of molten Nickel with an uncertainty +3%. However, all
these studies, based on classical laser FLASH measurements,
assumed that the heat transfer through the special cells or sam-
ple holders remain one-dimensional although this may not be
the case. Indeed, the newly developed test devices are made
of several components with variable thermal properties which
can cause edge effects. That is the reason why the use of their
apparatus for the measurement on liquids with thermal conduc-
tivity noticeably different from that of the container might not
lead to accurate results since the heat flow is then no more one-
dimensional.

To avoid this difficulty, Tada et al. [25] proposed a method
based on appropriate sample geometry. They sandwiched the
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Fig. 1. Representation of the original container and of the coordinate system.

liquid between a metal plate and a sample holder and measured
the evolution of the temperature on the front face, from which
they obtained the conductivity of the liquid. Their method does
not require neither the use of reference materials nor the mea-
surement of the thickness of the sample since the liquid layer
is regarded as a semi-infinite layer. They applied their method
successfully on water and toluene. Ohta et al. [26] used a nearly
identical method to measure the thermal effusivity of highly
viscous liquids at high temperature. However, these original
methods requiring the measurement of the temperature rise of
the front face have involved the development of special measur-
ing devices, which are not easily available.

The aim of the current work is to overcome these problems
encountered when ones applies the classical (measurement at
the rear face) and modified (measurement at the front face)
FLASH techniques to liquids. To do that, we have developed a
method very similar to the classical FLASH technique which
uses an original identification procedure taking into account
the perturbation of the heat transfer caused by the sample de-
vice. Besides, the main advantage of the method proposed is
that it only requires the fabrication of a suitable receptacle of
known dimensions and composition which is adapted to classi-
cal FLASH devices. Moreover, it allows a rapid measurement.
This new procedure could find applications for the measure-
ments of numerous materials such as biological tissues (muscle,
organs, blood . ..) or food materials (meat, yogurt, cheese, food
gels ...) for which other classical measuring methods are not
suitable.

2. Modified FLASH apparatus

We have seen that classical FLASH measurements could not
be applied to liquid or pasty materials given that it requires a

sample with given and immoveable dimension and shape. The
previous studies mentioned in the introduction that used the
classical FLASH method have surmounted this problem by de-
veloping original receptacles allowing to contain the medium
during the measurement. We have built on this idea by con-
structing sample containers in which the sample tested could be
introduced and its thermal diffusivity measured.

Each container is made of a Plexiglas hollow cylinder closed
at its tops and bottoms by circular aluminium slabs (see Fig. 1).
The external radius of the Plexiglas cylinder is Ryax = 0.015 m
which corresponds to the standard radius of classical sample
tested. We choose to use Plexiglas for the material composing
the hollow cylinder as its thermophysical properties (kplex =
0.19 W/m/K, pplex = 1180 kg/m? and Cpiex = 1400 J/kg/K,
Aplex ~ 10~7 m? /s) are the same order of magnitude as the ones
of most of common materials tested. Consequently, the dis-
turbing influence of the sample container on the thermal heat
transfer is minimized. Similarly, the internal radius Rplex must
be as large as possible in order to reduce the influence of the
Plexiglas on the measurement. Finally, we choose aluminium
for the material of the top and bottom slabs given that the ma-
terial in contact with the thermocouples must be a good electri-
cal conductor. Moreover, the thermal diffusivity of aluminium
(kar =237 W/m/K, pa = 2700 kg/m3 and Cy =900 J/kg/K,
aq ~ 107* m?/s) is noticeably greater than that of the ma-
terials commonly studied and very thin slabs could be used
(e &~ 0.5 mm). Thus, it also permits to reduce the delay in the
heat diffusion due to the presence of the slabs.

As regards the course of the FLASH measurement, it is ex-
actly identical to classical measurements.
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3. Identification of the thermal conductivity of the sample

We have seen that our modified method uses an original ex-
perimental apparatus whose shape and size are similar to the
ones used for the classical FLASH method. Actually, the main
innovation of our modified method concerns the identification
procedure allowing to estimate the thermal conductivity of the
material. Indeed, the identification method permit to take into
account the disturbing influence of the sample container very
faithfully. It is based on a least square fit method which uses the
Gauss linearization procedure.

3.1. Gauss linearization method

The least square fit method used requires the plotting of the
temperature measured at the center of the back side of the irradi-
ated sample Texp(¢) and a numerical model allowing to compute
the theoretical variations Tyhum (¢) of the same temperature for a
given sample and for given experimental conditions.

The principle is to minimize the function F' representing the
sum of the quadratic discrepancy between the experimental and
theoretical variations of the temperature:

Z Texp (1) = Toum (1) (1

In the next section, we will see that the parameters influenc-
ing the evolution of the temperature calculated by our theoreti-
cal model are the shape and dimensions of the sample, the com-
position of the sample, the physical properties of the different
pieces composing the sample and the experimental conditions.
All these parameters are known except the thermal diffusivity
of the sample ag,, and the convection coefficient /i prevailing
on the external surfaces of the container. Moreover, if the den-
sity psam and specific heat Cgyy, of the sample are known, the
thermal conductivity kg is the only unknown parameter. The
exchange coefficient 4 is assumed identical for all the surfaces.
Thus, Thum(#) and consequently F only depend on these two
parameters:

=

F = F(ksam, h) = Z[Texp(ti) — Thum (%, ksam, h)]2 2
i=l

In order to minimize F, the parameters ksam and A should sat-
isfy the relations:

N
IF d
Oksam  Oksam |: ( exp (1)

i=1

Tnum(m)z} =0

N

0 Thum () _
;[(Texp(h) - Tnum(fz))m] =0
—

N

oF d )
— = —| Y (Texp() = Toum (1)) } =0
oh — dh [,:1 P
N

0 Thum (i
Z[(Texp(ti) - Tnum(ti))T(t)] =0 3

i=1

The partial derivatives 0Tpum(#;)/0h and 0 Tnpum (%) /9ksam
are called the sensibility coefficients and represent the rate of
variation of the temperature at the center of the back side at the
time #; due to a variation of the parameters & and kgap.

In order to solve this system of non-linear equations, we use
the iterative method of Gauss starting from initial values k%,
and h°. At each iteration level /, the following system of equa-
tions is solved:

N [

N Y 0 Thum (i) _
3| Tt = (amn)) () [ =0
N

0 Thum (¢ :
Z[(Texp(li) - (Tnum(ti))1)<87h(t)) i| =0 “)

i=1

Moreover, the value (Tpum(#;))" at the iteration level I can be
approximated from the values at the iteration level / — 1 by the
following relation:

(num(t“kl 1+Akl 1 hl 1+Ahl l))

sam sam’
S1 (9T (@) !
=( l’ll]m(tlakidnllvhl l)) + & Akim&
aksam
3 Toum )\ 7!
+<7“;‘;‘l(’)) ART! 5)

We finally have the following matrix system, where the su-
perscript [ refer to the entire matrixes in order to lighten the
formula:

N . 2 N
0 Thum (1) 0Thum (i) 0Thum (1)
S(Emt) ()

i=l

N Pk 2
dTnum(tl aTnum([[) dTnum(’i)
D)) o)

i=1

Aksam !
Ah

l
ZzNzl ((Texp(fi) — Tnum(fi)) ajg;n]lésmaliti)>
Zf\;l ((Texp(ti) - Tnum(h‘))%)

This system is solved successively for each iteration level /
to calculate the values k.t = k! + Akl and B!t = h! +

sam Sam sam
Ah' until the ratios Ak! and Ah'/h! are lower than a
convergence criterion.

(6)

am/ kiam

3.2. Numerical model of heat transfer in the complex sample

The identification method described in the previous section
requires a theoretical model reproducing as faithfully as pos-
sible the transient thermal heat transfer in the sample. Indeed,
the accuracy of the thermal conductivity identified is strongly
dependent on the adequacy of the model. This model should
simulate the thermal transport in the complex structure of the
sample container. Consequently, it must take into account the
shape and dimensions of the sample container, the properties
of each part composing the sample and the experimental condi-
tions in which the measurement was applied.
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3.2.1. Governing equations

The thermal balance in a material submitted to a transient
heat transfer is governed by the energy equation relating the
variation of the local temperature to the heat flux divergence:

oT . . R )
'OCE =—Alg) = _[A(Qr) + A(ge) + A(qconv)] (7

In our case, the medium in which the heat transfer occurs
(sample container) is composed of several parts (aluminium
slabs, Plexiglas circlet and sample) with different thermophys-
ical properties. However, all the materials composing the sam-
ple container could be considered as opaque in the I.R. and
thus, the radiative heat transfer can be neglected. As regards
the convective heat transfer in the case of liquid materials, if
we compute, for example, the Rayleigh number in water for a
maximum temperature rise of the front side equal to 0.2 K, we
find Ra ~ 500. But, for a Rayleigh number less than 1400, one
can consider that natural convection phenomenon are negligi-
ble. Consequently, the convective heat transfer could also be
neglected in all the part of the sample. Thus, the heat transfer is
purely conductive in the entire sample.

In order to simplify the resolution of the energy equation,
one can remark that our sample container is axisymmetric and
thus, the temperature distribution in the sample is a function of
the radial, axial and polar coordinates r, z and ¢. If we also
assume that the physical properties of the materials compos-
ing the sample are homogeneous and isotropic, the temperature
field is independent of the polar angle ¢ and the energy equa-
tion in each part of the sample reduces to:

C8T(r,z,t) k82T 1kaT k82T o

at N 8r2+r 8r+ 972 ®

As regards the time boundary conditions, the medium is at a

uniform temperature before the beginning of the heating. This
temperature is the external temperature and then:

Vrandz, T(r, z,0)= Tex ©)

During the pulse irradiation of the sample by the FLASH (du-
ration 7), the front face of the sample collects a heating power
per surface unit Q In our numerical model, we assume that
this radiative energy is entirely absorbed after a small penetra-
tion length x and that the heat is uniformly generated along its
path in the aluminium slab. Thus, the heat generation could be
treated as an internal heat source. If we assume that the heat-
ing power is uniform on all the surface, we have, for the region
O0<z<yx;0<r < Rpnax:

aTal(r, <, t)
ot

Given that the sample is composed of several parts with dif-
ferent thermophysical properties, several boundary conditions
also occur at the interface between the different parts:

Pa1Cal X = Q forO<t <t (10)

— At the horizontal interfaces between the aluminium slabs
and the sample (z =e and z = L — e with r < Rpex), if we
neglect the thermal resistance, the conductive heat fluxes
balance leads to:

aT, a7,
(kal al) = (ksam sam) and
dz z=e~ 0z z=e*t

8Tal) ( aTsam)
kal = ( kg —222 (an
( K =(L—e)t BEEE z=(L—e)~

— Similarly, at the horizontal interfaces between the alu-
minium slabs and the Plexiglas (z = e and z = L — e with
Rmax > 1 > Rplex), We have:

oT. oT,
(kal al ) — (kplex ﬂ) and
9z z=e" 9z z=et

(kal 3Tal) = (kplex BT”I‘”‘) (12)
02 ) (L)t 02 ) im(L—e)-

— At the vertical interface between the sample and the side of
the container (¢ < z < L — e and r = Rplex), We have:
0 Tplex 0Tsam

= ki 13
ar sam o (13)

kplex

The external surfaces of the sample are also submitted to
thermal boundary conditions due to the convective and radia-
tive heat transfer with the external environment. The rate of heat
exchange by radiation is equal to eo (T — T2 ). So, for a rel-
atively small difference Ty — Tex¢, We have: eo(T;‘ — Te‘;t) ~
go TS3 (Ty — Text). Consequently, the total heat transfer between
the external surfaces could be summarized in a unique coeffi-
cient &, which takes into account the convective and radiative
exchanges: h = heopy + €0 TS3. If we also assume that the con-
vection coefficients hcony and the temperatures Ty on the hori-
zontal and vertical surfaces are identical, the thermal boundary
conditions on these surfaces are the same and reduce to:

0Ty
kplex( aprex> = _h(Tplex — Text) (14)

for the surface defined by r = Rpax, e <z <L —e

0T,
kal< al) = —h(Ta — Tex) (15)
or

for the surfaces defined by » = Rnax; 0 < z < e and r = Rpax;
L—e<z<L

0Ty
kal( ) = h(Ty — Text)z=0 and
8Z z=0

0Ty
kal< - ) = —h(Ty — Text) =L (16)
aZ 7=L

for the surfaces defined by z =0, 0 <r < Rpax and z = L,
0 < r < Rpmax, respectively.

3.2.2. Numerical resolution of the transient heat transfer

In order to solve the energy equation (2) and to calculate nu-
merically the variation of the temperature field at the backside
of the sample, we use an explicit time marching technique.

At each time step, the resolution of the energy equation
permits to compute the new temperature distribution from the
temperature profiles at the previous time step. To solve this
equation we use spatial discretizations dividing the entire sam-
ple in nR x nZ elementary volumes. The discretizations along
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the z-axis and r-axis differ according to the zone considered.
Four different zones are considered:

— The aluminium slab at the front side of the sample delim-
itedbyO<z<e(j=1,nZy)and 0 <r < Rpax (i =1,
nR) for which Ar; = Rplex/(nR —nRplex) fori =1,nR —
nRplex; Ari = (Rmax — Rplex)/n Rplex for i =nR — nRpjex,
nRand Azj=e/nZy Vj.

— The aluminium slab at the back side of the sample delim-
itedby L—e<z<L (j=nZ —nZy,nZ)and 0 <r <
Rmax (i =1, nR) for which Ar; = Rplex/(nR — nRplex)
fori =1, nR — nRplex; Ari = (Rmax — Rplex)/n Rplex for
i=nR—nRpex,nRand Az; =e/nZy Vj.

— The Plexiglas circlet delimited by e <z < L —e (j =
nZy+1,nZ —nZy) and Rplex <7 < Rypax (i =nR —
nRplex, nR) for which Ar; = (Ryax — Rplex)/n Rplex and
Azj=(L—2e)/(nZ —2nZy) V).

— The sample delimited by e <z <L —e (j =nZyg + 1,
nZ —nZy) and 0 <r < Rplex (i =1, nR — nRpjex) for
which Ar; = Rplex/(nR —nRplex) and Azj = (L —2e)/
(nZ —2nZy) Vj.

At the center and on the radial faces of each elementary vol-
ume (i, j), there is a node. The numerical resolution computes
the temperature at the center (noted 7; ;) and on the boundary
(noted T;+1,2, ;) of each volume.

For the nodes (i, j) belonging to a zone k, which have no
boundary with any node of another region, if we express the en-
ergy equation (4) in a discretized form using Eq. (4), we could
express the new temperature (time 7 4 1) from the temperature
profile at previous time step (time 7):

t+1 _ ot
T =T+

I,

At [4kk Tl =200+ T,
Pk Cr Ar?
n k_k<Tit+l/2,j - Tit—1/2,j>
ri Ar,'
T} oy — 2T} + T} ]

i,j+1 i,j—1
+ kg 2 > !
Az4

J

a7

Similar relations could be found easily for the nodes placed on
the boundary of the elementary volumes.

For the nodes located at the front side of the top aluminium
slab (j = 1 and i = 1, nR), if we take into account the boundary
conditions (Egs. (10) and (16)) assuming that the energy is en-
tirely absorbed in the first node along the z-axis, we can apply
an energy balance and we have:

At
t+1 _ ot
Ly =Tt e
PalCal Vi, j
t t
L~ T
AZj

[QS,-,j —hSij (T = Tex)

+ kaSi, j
T! —

27Tri_ Az(j k i—1/2,j L]
+27ri—12Az()) aliAr,-/Z

T't+1/2 =T,
. 1 N L,
+27T”i+1/2AZ(J)ka17Ari 7 ’] (18)

when 0 <t < t and

At
t+1 _ ot —_hS. (T!. —
T =T+ palca]Vi,j|: hSis (Ti’j Tex)
T —T!.
,j+1 i,J
Y T Pt
alvi, j AZ]‘
T~ T
Ari/2

Tit—H/Z,j - Ttt,j
Ari/2

+2mri12Az(j)ka

+2nriv12Az(j)kal (19)
when t > t.

For the nodes located at the backside of the bottom alu-
minium slab (j =nZ and i = 1, nR), if we take into account
the boundary condition (Eqgs. (10) and (16)) and if we apply an
energy balance, we have:

Tt 4 L
nJ nJ PalCalVi
T,  —T!.
J—1 i,Jj
+ kS, j ——L

alvi, j AZ]‘

[—hsi,,- (i) = Tex)

T~ T
Ari/2

Tit+1/2,j B th,j
Ari/2

+2mri—10Az(j)kal

+ 27ri41/282(j)kal (20)

Similarly, for the nodes located at the interface between the
Plexiglas circlet and the air i =nR and j =nZy + 1, nZ —
nZa), the boundary condition (Eq. (14)) leads to:

At
il 7 ks (T —T
b " pplexcplex Vz; b ( nJ ext)

t t t
Ti,j+1_T Ti,j—l_Ti,j

t
ij
+ kplex Si, j

+ KplexSi. |
plex i, j Z; AZj

T! 12 —T!.
. i—1/2,j iJ
+2ﬂri1/2AZ(])kplexTﬁ] (21)
Similar relations can be obtained for the nodes located at
the interface between Plexiglas-sample (Eq. (13)), aluminium-
sample (Eq. (11)) and Plexiglas-aluminium (Eq. (12)).

3.2.3. Validation of the numerical model

The numerical model developed for the identification of the
thermal conductivity of the sample takes into account the con-
ductive heat transfer in each part of the sample container. Unfor-
tunately, at the moment, very few results on the modeling of the
transient conductive heat transfer in composite materials with
complex geometries are available in the literature. Moreover,
most of these works concern thermal and time boundary condi-
tions, which are noticeably different from the ones encountered
during the FLASH measurement. Consequently, the validation
of our model could only be conducted by considering the case
of the transient heat transfer in a homogeneous material.
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Fig. 2. Comparison of the evolution of the dimensionless temperature calculated analytically and numerically for a 10 mm slab of water (k = 0.6 W/m/K; p =

100 kg/m?; C = 4180 J/kg/K) with h = 0.0 W/m?/K and h = 13.0 W/m2 /K.

Then, for a 1-D heat transfer in an homogeneous slab uni-
formly irradiated by a Dirac time distribution function and sub-
mitted to convective heat losses on its front and back sides, the
dimensionless temperature rise at the back side is given by:

AT}, = p%za*, H) with

o 2uZuZ 4+ H?) cos(uy)

* _
20 H) = u2 + H?+2H u? — H?
n:() n n

exp(—upt*)  (22)
where H = hL/k is the Biot number shared by both sides and
t* = (k/pCL?)t the Fourier number of the sample and u,, the
solutions of the transcendent equation:

sin(u)[u? — H*] = ucos(u)2H (23)

We computed the variations of AT,: in the fictive case
where a 10 mm slab of water (L = 0.01 m, k = 0.6 W/m/K;
p = 1000 kg/m?; C = 4180 J/kg/K) was irradiated by a Dirac
time distribution function with Q = 1 J/m?. The heat exchange
coefficient 1 was set to 0 W/m?/K or 13.0 W/m?/K. In prac-
tice, the summation required for the computation of Z(¢*, H)
is conducted for n = 0, 100 instead of n = 0, oo. We checked
that the relative error due to this curtailment is lower than 0.1%.
We compared the evolutions of the dimensionless temperature
obtained analytically with the results of our model for the time
range 0 — 500 s. The dimensionless temperature 7* is defined
by:

T— Text
Tmax - TCX[
Tmax 1s the maximum temperature reached during the heating

AT* = where

Given that we had to simulate the 1-D heat transfer in a ho-
mogeneous medium, we set Rmax = 10 m and kplex = ka1 =
kwater = 0.6 W/m/K for the numerical computation. More-
over, in order to simulate a Dirac excitation, the duration of the
FLASH excitation was set to a very small value: T = 100 ms.

The other parameters used are: nR =3, nZ =40, Rpjex =7 m,
nRplex =1,e=025mm, nZ, = 1.

The comparisons are illustrated in Fig. 2 for both cases
(h =0.0 and h = 13.0 W/m?/K). We also illustrate, in this fig-
ure, the difference |AT,: — AT/ | between the analytical and
numerical computations in the latter case.

One can observe that the evolution of the temperature pre-
dicted by our numerical model is in close agreement with the
analytical solution for the two cases considered. The tempera-
ture difference |ATy, — AT .| is always lower than 0.001.
Consequently, we could consider that our numerical model
gives accurate simulations of the 1-D heat transfer in a homo-

geneous medium.
4. Estimation of the measurement uncertainties

In order to validate our method of measurement, we carried
out an exhaustive review of the parameter, which are likely to
cause errors on the evaluation of the thermal diffusivity. We di-
vided these parameters in three different categories: the param-
eters related to the morphology and properties of the container,
the parameters related to the deviation from the hypothesis of
the model and the parameters related to the accuracy of the mea-
suring apparatus.

4.1. Errors due to the uncertainties on the dimensions and the
thermophysical properties of the container

Our identification method is based on an accurate modeling
of the thermal heat transfer in the real sample containers. The
dimensions of these containers and the properties of the differ-
ent materials constituting the container are measured as accu-
rately as possible. However, there subsist some uncertainties on
these values, which could influence the thermal diffusivity iden-
tified. That is the reason why, we have conducted an evaluation
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Table 1

Values of dksam/dp; for the six parameters characterizing the sample container

Parameter Aplex aal L e Rmax — Rplex Rmax
dksam/dp; in % per % 0.065 0.0043 2.25 0.086 0.041 0.055

of the errors that might be caused by a bad evaluation of these
parameters. The different parameters are:

— the thermal diffusivity apiex of Plexiglas;

— the thermal diffusivity a, of aluminium;

— the height of the sample L;

— the thickness of the aluminium caps e;

— the thickness of the Plexiglas circlet Rmax — Rplex;
— the radius of the sample container Rpax.

For each parameter p;, we computed numerically the vari-
ation a’g% ( p?), which represents the influence, on the thermal
conductivity, identified kj;q, of an error dp; on the parameter p;
around the nominal value p?. We have:

Oksam ( 0) N ksam(p,Q + Api) — ksam(p?)
opr T Api

where ksam(p? + Ap;) is the thermal conductivity identified

from the thermogram obtained with p; = p? + Ap;, all the

other parameters remaining unchanged and ksam(p?) =k, is

the thermal conductivity of the sample used for the computa-
tion. 9(];“%( pl(.)) could be expressed in % per %. We conducted

(24)

the computations of ‘”8‘% ( p?) for a sample container filled with
water (k. = 0.6 W/m/K, p = 1000 kg/m?, C = 4180 J/kg/K),
using the nominal values p? of L, Rmax, Rplex, €, adplex and aa|
indicated in Section 3.2.3. We also assume & = 13.0 W/m?/K.
Table 1 summarizes the results obtained.

One can notice that the thickness of the sample is, by far,
most influencing parameter.

From these values, we can evaluate the uncertainties (Akgym);
on the value of kg, identified due to an error Ap; on the esti-
mation of the parameter p;. We have:

(Aksam)i _ aksam %
ksam B opi  pi
The maximal relative errors on the six parameters character-

izing the sample container have been evaluated:

(25)

— According to the literature data, the relative uncertainties
on the Plexiglas and aluminium thermal diffusivities are:
Adaplex = 2%; Aay = 2%;

— The thickness L of each sample container is measured us-
ing a digital caliper. The uncertainty provided by this ap-
paratus is 0.05 mm. The container used has a thickness
of approximately 10 mm. If we assume that the container
has a strictly constant thickness, we then have: AL/L =
0.05 mm/10 mm = 0.5%;

— Similarly the relative uncertainty on the thickness of alu-
minium slab is Ae = 0.05 mm/0.5 mm = 10%;

— Moreover, A(Rmax — Rplex) = 0.05 mm/1.7 mm = 3%;

— Similarly, A Rpax = 0.05 mm/15 mm = 0.33%.

If we add the contributions of each relative error on the rel-
ative uncertainty on the value of the diffusivity identified, we
have a global error of approximately 2.5%.

4.2. Errors due to the deviation from the hypothesis of the
model

The main assumptions made by the model concern the
modes of heat transfer. Indeed, we neglected the radiative and
convective contributions in the sample and considered that a
purely conductive transfer occurs in a homogeneous material.
We also assumed that the convective heat transfer coefficient is
identical for each outside surfaces of the container.

As regards radiative heat transfer, the values of the imagi-
nary part of the refractive index of water given in the literature,
notably by Segelstein [27], clearly indicate that no infrared ra-
diation can propagate in this liquid. The absorption coefficient
is greater than 1000 m~! in the wavelength range [2-50 um]
which corresponds to a radiant conductivity (Rosseland approx-
imation) lower than 0.0001 W/m/K at ambient temperature.
Consequently we can consider that this assumption does not
lead to any error when measurements are made on materials
containing a significant proportion of water. Moreover, most
liquids can be assumed opaque to Infrared radiation and thus,
the assumption of no radiative heat transfer is fully justified ex-
cept in some outstanding cases of transparent liquids.

Similarly, we have seen in Section 3.2.1 that the convective
phenomenon in liquids can also be neglected in our FLASH
measurement since the temperature rise is very small and since
the heated boundary is the top slab. Therefore, we will con-
sider that this assumption does not lead to any uncertainty.
On the other hand, for the convective heat transfer between
the container and the environment, we assumed, for simplic-
ity purpose, that the exchange coefficient 4 is the same for all
the exterior surfaces. In practice, noticeable differences can be
found between the two horizontal and the vertical boundaries.
For example, it is obvious that the convective exchange be-
tween the top surface and the environment is more important
than for the bottom side. The use of some empirical correla-
tions of the literature [28] for horizontal plane slabs oriented
upwards or downwards or for vertical cylinder shows that the
mean exchange coefficients are similar for the lateral and top
boundaries and approximately half these values for the bot-
tom boundary. Consequently, we have been able to evaluate
the uncertainty by computing the temperature evolution with
an exchange coefficient 4] equal for the lateral and top bound-
aries and a coefficient 7, = h/2 for the bottom boundary.
Thereafter, we identified the thermal diffusivity, which would
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Fig. 3. Cutting-view and above view illustrating the four configurations simulated to estimate the influence of the presence of the air bubble.

be identified using the model assuming a unique exchange co-
efficient h on all the exterior surfaces. The deviation from the
exact thermal diffusivity of the sample gives a good estimation
of the error. We conducted the computations for water in the
sample container of Section 3.2.3 and with 4| = 13.0 W/m?/K
and hy = 6.5 W/m? /K. In these conditions, the relative differ-
ence between the thermal diffusivity identified and the thermal
diffusivity of water used for the computation is only 0.2%.
Moreover, we only considered here the convective surface ex-
change. In practice, a significant part of the heat losses at the
surfaces is due to thermal radiation. We have seen that the radia-
tive exchange coefficient varies in 7. Since the temperature of
each surfaces are sensibly equal (very weak temperature rise),
the coefficients of radiative exchange of the three surfaces are
almost identical and thus, the differences in global surface ex-
change coefficients (h = heony + €0 TS3) between the surfaces
is surely lower than that considered in our calculations. Conse-
quently, a relative uncertainty of 0.2% can be retained for the
assumption of constant exchange coefficient.

Finally, one of the main difficulties of our method is to be
able to obtain a homogeneous sample phase, especially in the
case of liquid materials. Indeed, it is difficult to fill the sam-
ple container uniquely with the liquid tested. Practically, a very
small quantity of gas could subsist after the introduction of the
liquid or could enter the container due to air tightness defaults
of the container cap. Evaporation in highly volatile liquids or
air desorption could also occur. In these cases, the gas phase is
gathered in a small unique bubble located at the top of the Plex-
iglas cylinder. Such bubbles are sometimes observed even when
a meticulous filling of the container is conducted. In practice,
due to the gravity forces, the bubble is always located at the top
of the sample volume near the border of the Plexiglas cylinder.
The order of magnitude of the characteristic size of the bubbles
is approximately 1 mm (when it is present). So, if we assume
that the bubbles are spherical with a radius R = 1 mm the vol-
ume fraction of air remains lower than 1% (0.7% exactly).

The presence of the bubbles may cause an error in the esti-
mation of the thermal conductivity as the thermal heat transfer
is noticeably reduced locally. That is the reason why a perfect
filling of the container should be conducted ideally. However,

in order to estimate the errors, which would be caused by the
presence of air, we carried out the calculation of the theoreti-
cal evolution of the dimensionless temperature at the backside
of the sample container when an air bubble of various shapes
and dimensions is present. Thereafter, we have introduced these
theoretical thermograms in the identification procedure so as to
determine the thermal diffusivity of the homogeneous material,
which would best fit the thermal behavior. The error caused by
the presence of air could then be estimated by the difference
between the real thermal diffusivity of the sample and the dif-
fusivity identified. The computations have been conducted with
the thermal properties of water. We have simulated four differ-
ent repartitions of the air illustrated in Fig. 3:

1. A cylindrical air bubble with diameter Dyypple = 5.9 mm
and height 7h = 3 mm located at the bottom center of the
top aluminium slab (configuration 1, air%: 1.7).

2. An air circlet of / = 1.5 mm in thickness and height Th =
0.62 mm located at the periphery of the sample, at the bot-
tom of the top aluminium slab near the Plexiglas circlet
(configuration 2, air%: 1.6).

3. A complete slab of air of height 7/ = 0.21 mm located just
below the top aluminium slab (configuration 3, air%: 1.25).

4. An air bubble located in a section of the above slice (see
Fig.3) with Ap =n/3, Th =3 mm and/ = 0.15 mm (con-
figuration 4(a), air%: 1.2) or A¢ =n/6, Th =3 mm and
! = 0.3 mm (configuration 4(b), air%: 1.15).

Configurations 1, 2 and 3 could be simulated by simply re-
placing the thermal properties of water by that of air for the
discretized nodes concerned. On the other hand, in configura-
tion 4(a) and 4(b), the thermal problem is no more 2-D axisym-
metric as the temperature distribution also depend on the polar
angle ¢. The energy equation becomes:

CBT(r,z,go,t) :kazT(r,z,go,t) lkBT(r,z,go,t)

ot ar?2 r or
2T  k 92T (r,z,¢.,1)

ko g LBl 26

azz  r? dg? (26)
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Table 2

Tlustration of the thermal conductivities and convective coefficients identified for the 5 different configurations of air bubble

Configuration Air volume Convective coefficient i Thermal conductivity k Corresponding
number fraction (%) identified (W m2K! ) identified (W m 1K1 ) error (%)
1 1.7 13.2 0.5951 0.82
2 1.6 13.38 0.5969 0.52
3 1.25 14.92 0.5076 15.4
4(a) 1.22 13.08 0.5982 0.3
4(b) 1.15 13.08 0.5982 0.3
1,2
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e yd
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o f

-= Configuration 3.
+ Configuration 1.

0,2

O T T T
0 50 100 150

200 250 300 350 400

Time in s

Fig. 4. Comparison of the theoretical thermograms obtained in the presence of air for the four different configurations.

Consequently, for these simulations, we have also dis-
cretized the sample volume along the polar angle ¢ in n¢ equal
volumes covering an angle A = 27 /ng. The energy equation
was solved in all the discretized volumes.

The numerical parameters are: nR = 10, nZ =40 and ngp =
12. The physical properties of Plexiglas, aluminium and wa-
ter and the dimensions of the sample container used are those
illustrated in Section 3.2.3. For air, we used the following
properties: kyir = 0.026 W/m/K, pu5r = 1.29 kg/m3, Cair =
1006 J/kg/K. Finally, we assumed a convective heat transfer
h=13.0 W/m?/K.

The results of the identification for the five configurations
are illustrated in Table 2. We also illustrate the thermograms
obtained in the presence of water in the four different configu-
rations and compare them with the ideal thermogram (absence
of air) in Fig. 4.

One can remark that the influence of the presence of air
strongly depends on the localization of the bubble. For exam-
ple, if the air is arranged as a continuous slab located just below
the aluminium cap (configuration 3), the conductive heat trans-
fer is noticeably affected given that the air and the sample phase
are associated in series. So, the heat is forced to travel across the
air slab before reaching the backside. The slab of air acts as a
thermal barrier. As a consequence, for a volume fraction of air
of only 1.25%, a relative error of 15.4% is theoretically reached
in this configuration.

For all the other configurations, the air does not form a con-
tinuous slab and thus the thermal heat transfer is practically not
affected by the presence of air. The configuration for which the
perturbation of the temperature at the center of the backside is
the most important is configuration 1. This can be explained by
the fact that the air is then located just above the place where the
temperature is measured whereas, for the other configurations,
the air is located on the border of the sample volume. However,
the relative error due to the presence of air in configuration 1 is
only 0.82% for a volume fraction of air of 1.7% which is much
more important than the volume fraction actually encountered
in practice.

In practice, configurations 4(a) or 4(b) are the best adapted
to the case considered (bubble located at the top of the sample
volume near the border of the Plexiglas cylinder). The relative
error is then lower than 0.5%.

As a consequence, in the rest of the study, we will assume
that the possible presence of a small amount of air results in a
maximum relative uncertainty of 0.5% on the thermal conduc-
tivity identified.

4.3. Errors related to the accuracy of the measuring apparatus

The errors on the identification of the diffusivity caused by
the uncertainties on the measured parameters are of two kinds:
the uncertainties on the temperature scale and the uncertainty
on the time scale.



R. Coquard, B. Panel / International Journal of Thermal Sciences 48 (2009) 747-760 757

1,2
1
0,8
AT* - :
= Relative uncertainty : 5%
0,6 s+ Relative uncertainty : 10%—

* Relative uncertainty : 1%

— Reference thermogram -

0,4 /r
0,2

T T

0 50 100 150

200 250 300 350

time in s

Fig. 5. Illustration of the noised thermograms for different relative uncertainties on the temperature measurement.

We have evaluated the influence of the errors on the tem-
perature measured by computing the thermal diffusivity, which
would be measured if a random relative error was made on
each temperature measured on the thermogram. To do that,
we simply modify the theoretical thermogram obtained with an
usual sample container by randomly varying the values of each
temperature recorded in the given uncertainty domain. By this
manner, we obtain noised signals similar to the one illustrated
in Fig. 5. The error on the estimation of the thermal diffusivity
caused by the noise introduced can be estimated from the differ-
ence between the diffusivity identified in the presence of noise
and the actual diffusivity of the material simulated. We carried
out the computation for the sample container of Section 3.2.3
filled with water and assuming that 4 = 13.0 W/m?/K. Three
different relative uncertainties on the temperature scale were
considered: 1%, 5% and 10%. The deviation of the thermal dif-
fusivities identified from the thermal diffusivity of water used in
the theoretical computation are respectively +0.034%, +0.21%
and —0.33%. One can notice that these deviations are extremely
low even when a particularly important error is made on the
measured temperature. In practice, for the apparatus used, a ran-
dom deviation of 5% for the temperature recorded at the back-
side is an overestimating maximum. Consequently, we could
consider that the uncertainty related to the measuring error on
the temperature scale is 0.2%.

Similarly, concerning the uncertainty on the time scale of
the thermogram, we have estimated its influence by identifying
the thermal conductivity which would be identified if a relative
error was made on the evaluation of time ¢. Contrary to the pre-
vious case, we assumed that this error is constant all along the
measurement as it is due to an error on the estimation of the
unreeling speed v of the recording paper. Then, we computed
the parameter dksam /0t expressed in % per % representing the
influence, on the thermal conductivity identified kgam, of an
error d¢ on the measured time. It has been calculated for the
container described in Section 3.2.3 filled with water. In these

conditions we have dkgsay /0t =~ 1.05% per %. The error due to
the relative uncertainty on the time recorded can be calculated

by
(Aksam)t — 8ksam ﬂ (27)

ksam av t

For each measurement, the unreeling speed is controlled us-
ing a digital chronometer and the millimeter grading of the
recording paper by measuring the time necessary for the paper
to unroll a certain length. Thus, the relative uncertainty on the
on the time scale is directly related to the relative uncertainty
on the measurement of the unrolling duration. For measure-
ments on water, the control of the time scale is conducted during
approximately 200 s and the maximal error can be estimated
At ~ 1 s and then At/t ~0.5%.

Finally, we can consider that the uncertainty on the diffusiv-
ity identified due to the error on time scale is lower than 0.5%.

4.4. Estimation of the total uncertainty

By adding the different uncertainties evaluated in the previ-
ous sections, it appears that the total relative uncertainty on the
measurement of the thermal diffusivity is lower than 4%.

5. Experimental validation

In order to validate the results of our method, we conducted
several thermal diffusivity measurements on two different lig-
uids (water and ethanol) and on a polyacrylamid gel com-
monly used for electrophoreses. The gel is composed of 10%
of polyacrylamid with 90% of water. It has been used for
thermal analysis, notably by Dittmar el al. [29] and its ther-
mal properties have been investigated experimentally by Hirata
et al. [30] for different polyacrylamid concentration and dif-
ferent temperature. As regards the thermal properties of water
and ethanol, they are notably given in [31]. The properties of
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Table 3

Thermal characteristics at 300 K of the liquids and gel used for the experimental validation of our method

Material p inkg m—3 Cin Jkg*] K~! kinWm—!1K~! ainm?s~!
Water [30] 9965 4179 0.611 1.47 x 1077
Ethanol [30] 795 2460 0.177 9.05 x 10~8
Polyacrylamid gel [29] 1030 4000 0.593 1.44 x 1077

Table 4

Tlustration of the average thermal conductivities measured with our modified FLASH method for different liquids

Material Number of Average conductivity Standard deviation Average Literature data k
measurements identified (Wm~! K~ 1) W m~ 1K~ 1) conductivity W m~ 1K~ 1) at25°C
without corrections
Water 9 0.619 0.0215 0.683 0.611
Ethanol 7 0.189 0.0216 0.192 0.177
Polyacrylamid gel 3 0.593 0.0176 0.662 0.593
1,2

— POLYACRYLAMID GEL
o ETHANOL

200 300 400

Time tin s

Fig. 6. Averaged thermograms obtained experimentally for the three different materials tested.

the three materials tested are regrouped in Table 3. For each
material, we made a series of measurements of the thermal
diffusivity and studied the distribution of the measured val-
ues. The results have been obtained at 300 K using a cylin-
drical receptacle with Rmax = 0.015 m, Rplex = 0.0133 m,
e = 0.57 mm and L = 0.00965 m. The results are summa-
rized in Table 4 where we also indicate the number of mea-
surements and the standard deviation of the measurements.
In order to illustrate the disturbing influence of the sample
container on the thermal heat transfer, we have also identi-
fied the thermal conductivity that would be measured if the
sample container was neglected, i.e., if we consider that the
sample was homogeneous and uniquely composed of the ma-
terial tested. The corresponding thermal conductivity are re-
ported in Table 4, and noted as “average conductivity with-
out corrections”. We also illustrate in Fig. 4 the thermograms
averaged over all the measurements for the three materials
tested.

One can remark a good agreement between our experimen-
tal measurements and the data indicated in the literature for the

thermal conductivity of the three materials. The standard devia-
tion of the conductivity measured is relatively low for water and
the polyacrylamid gel but is more important for ethanol. The
curves of Fig. 6 confirm that ethanol exhibits a smaller thermal
diffusivity than the gel and water as the time required to reach
the maximum temperature of the backside is more important.

One can also notice the strong influence of the receptacle on
the thermal heat transfer for the measurements on water and
polyacrylamid gel since the thermal conductivities identified
with or without the corrections related to the influence of the
container are noticeably different in these two cases. Then, it
highlights the necessity to use a suitable identification proce-
dure to obtain a consistent conductivity from the thermogram
obtained experimentally. On the other hand, for measurements
on ethanol, the thermal conductivities identified with or with-
out the corrections related to the influence of the container are
practically identical. This is due to the fact that the thermal dif-
fusivity of ethanol and Plexiglas are close to each other. Then,
the conductive heat transfer in the container is only weakly af-
fected by the presence of Plexiglas circlet on the border.
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We can conclude from the measurements on the three mate-
rials tested that our method proves to give coherent values of the
thermal conductivity. It could be used successfully to estimate
the thermal conductivity of other unknown liquids or pasty ma-
terials, which fulfill the assumptions made (opaque to thermal
radiation, no convection).

6. Conclusion

We have developed an original method of measurement of
the thermal conductivity of liquids or pasty materials. It is based
on the well-known FLASH method that has been adapted to this
kind of materials for which it is not possible to obtain homo-
geneous rigid samples with given and immoveable dimensions
and shape.

The method proposed uses a classical FLASH device and
only requires the fabrication of a suitable sample container with
known dimensions and properties in which the sample is intro-
duced. The main difference with the classical FLASH method
concerns the computation of the conductivity from the experi-
mental thermogram. Indeed, we have recourse to an identifica-
tion procedure based on a 3-D simulation of the transient heat
transfer in the axisymmetric composite sample. The modeling
takes into account the disturbing influence of the container on
the temperature of the backside and requires the knowledge of
the dimensions and composition of the filled container. In our
study, we use the gauss linearization method to identify the ther-
mal conductivity.

We have analyzed the different sources of errors: uncer-
tainties related to the accuracy of the measurement appara-
tus (temperature and time); validity of the hypotheses of the
ideal model used for identification (purely conductive transfer,
homogeneous sample); uncertainty concerning the dimensions
and properties of the container. This allows us to evaluate the
total error of measurement. In our case, the total uncertainty is
lower than 5%.

Thereafter, we have applied our method to two liquids (water
and ethanol) and one pasty material (polyacrylamid gel) whose
thermal properties are accurately known. The results obtained
by our method are in good agreement with literature data. Then,
our method proves to be very practical for the measurement of
thermal characteristics of materials used in various technologi-
cal fields such as biology (biological tissues, blood, ... ) or food
industry (meat, yogurt, cheese, food gels .. .).
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